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SUMMARY  

The aim of this paper is to discuss cases involving the Relative Risk for Breast Cancer. 
The Relative Risk is examined in either in vitro or in vivo studies. This research is based 
on a sample for women in Greece, among whom a number of variables were studied. 
It was found that full-term pregnancy and the menopause are statistically significant 
factors influencing the Relative Risk for breast cancer. A critical discussion and 
extension of the existing theoretical background are also provided. 
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1. Introduction 

In principle, Risk Assessment is defined as the likelihood of adverse/unwanted 

responses to exposure to a restrictive agent. It is crucial to know the Cancer 

Bioassays ((Zapponni, 2002; Kitsos, 2005a), in order to analyze the collected 

data, as well as possible. Moreover when an optimal design approach is 

adopting the Relative Risk is reduced. The application of statistical analysis to 

medical problems goes back to Mantel and Haenszel (1959), while for an 

extended list of 1100 references concerning Cancer Risk Assessment, see Edler 

and Kitsos (2005). The “best” estimation leads to an optimal design (Kitsos, 

2005b), with D-optimality being the most applicable to biological studies 

(Kitsos,1999). The particular statistical analysis needed for Biologically Based 

Models has been extensively discussed by Wosniok et. al. (1998). Research on 

Relative Risk for Cancer is based on:  
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(i) Previewing of the probability of a person’s developing cancer, or  

(ii) To assess the probability of cure, for patients.  

In the case of prediction, there are two different lines of approach: 

1. To identify the parameters affecting the probability of malignancy.  

2. To estimate the likelihood of cancer appearing in the first place.  

The former is realised through biochemical, genetic and clinical studies. The 

latter is considered through a statistical methodology applied to real 

populations.  

Every parameter promoting tumorigenesis increases the risk associated with 

cancer’s appearance or the probability of an unwanted development (poor 

prognosis) when cancer is present (Ratto et al., 1998). These factors can be 

environmental, such as radiation and chemicals, or endogenous, mainly 

associated with the genetic profile of the patient.  

In other cases a gene may affect a pathway or a cycle that in turn affects or 

regulates other biochemical aspects which can alter the hormonal profile of the 

subject. Whether the presence of that compound is the cause or the result of the 

malignancy is irrelevant. What matters is to use these molecules or their 

biochemical results as tools for prediction and assessment, or – more practically 

– for medical diagnosis. Many malignancies are still diagnosed when the 

metastatic process has already started, indicating a poor prognosis.  

It has been pointed out that tumour markers (usually proteins associated 

with a malignancy) might be clinically usable in patients with cancer (Cheung 

2000, Amaral-Mendes and Pluygers 1999). A tumour marker can be detected in 

a solid tumour, in circulating tumour cells in peripheral blood, in lymph nodes, 

in bone marrow or in other body fluids. A tumour marker may be used to define 

a particular disease entity, in which case it may be used for diagnosis, staging, 

or population screening.  

Markers may also be used to detect the presence of occult metastatic 

disease, to monitor response to treatment, or to detect recurrent disease. Some of 

the markers related to breast cancer are widely monitored and the relevant tests 
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are routinely performed on patient samples, with the following being the most 

popular: 

1. Estrogen Receptors (ER): Estrogen, one of the female sex hormones, often 

regulates the growth of breast cancer, and can therefore be useful for prognosis.  

2. Progesterone Receptors (PR): Helps prediction of the response to hormonal 

therapy.  

3. HER-2: This is a protein and/or gene amplification, both of which contribute 

to aggressive growth of cancer, while HER-2 overexpression occurs in 

approximately 25 percent of women with breast cancer.  

4. p53: This is a tumour suppressor gene. Normally the p53 protein, coded for 

by the p53 gene, stops cells with DNA damage from multiplying until the DNA 

is repaired naturally or sends the defective cell into programmed cell death. 

When the p53 gene becomes damaged or mutated, the protein becomes non-

functional and loses its checkpoint control, allowing cancerous cells to replicate 

more readily.  

5. S phase: When a cell has duplicated its genetic material and divided through 

the process of mitosis, it may become inactive or it can start another replicate 

cycle, beginning with the "S" or synthesis phase during which genetic material 

duplicates again. A higher than normal proportion of S phase is a measure of 

how actively a tumour is proliferating.  

The most important risk factor associated with breast cancer is exposure to 

endogenous and exogenous oestrogen throughout the patient’s life. Many gene 

polymorphisms in the metabolism of breast cancer have been described as 

possible neoplasm etiological factors (Bugano et al.. 2008). In such cases, an 

accurate estimate of a woman's breast cancer risk is essential for optimal patient 

counselling and management.  

Estrogens, as activators of cellular proliferation, have been related to breast 

cancer progression. In this paper, we examine this problem in a case-control 

study: the frequencies of genotype polymorphisms were determined for genes 

involved in catechol estrogen formation, via estrogen biosynthesis (CYP17) 

and/or inactivation (COMT) (Huang et. al. 1999), and their association with an 

elevated risk for breast cancer was studied in Greek women. 
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Regarding breast cancer risk assessment, susceptibility, and its relation to 

CYP17, MspA1 polymorphism, different opinions have been expressed 

(Feigelson et al., 2002). Moreover Huang et al. (1999) found a positive 

association between the breast cancer relative risk and the individual 

susceptibility genotypes. The association of the relative risk with the number of 

susceptibility genotypes was stronger in women with prolonged exposure, 

women with higher estrogen levels – implied by early menarche – and women 

with higher body mass index (Kobayashi and Kawakub, 1994). The collected 

data set for the breast cancer measures: full term pregnancies, menarche, 

menopause, COMT, CYP17, among other variables, see section 3. 

In this paper, the logit model is adopted to estimate the relative risk. 

Therefore the second section is devoted to a compact consideration of the 

logistic regression.  

2. The Logit Model and the Relative Risk 

Consider a subject with attributes given by the input vector X=(X1, X2,…, Xp )
T. 

Then, risk analysis concentrates interest on the parameter p(x), i.e. the 

probability that this subject has a certain characteristic C, given that the input 

vector takes the real vector value x, i.e. X=x, and measures the odds ratio or the 

Relative Risk RR=p(x)/(1-p(x)). The logit model has been suggested since the 

pioneering paper of Berkson (1955). That is, the log odds have been assumed 

linear i.e.  

log{p(x)/(1-p(x)} = xT
β                                                                      (2.1) 

with β being an appropriate vector of regression parameters, and 

xT
β = β0+β1x1 +….+βpxp, (Hosmer and Lemeshow, 1989). Then, from (2.1), 

considering the cumulative distribution function of the logistic distribution 

function, say Logit(z) = ez/(1+ez), Rao and Toutenburg (1999), we can evaluate 

that p(x) = Logit-1(xT
β), see also Kitsos (2006).  
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A very similar approach was adopted by Bliss (1935) in his pioneering 

paper on Risk Analysis, where he considered the cumulative distribution 

function of the standard normal distribution φ(t), say  

Normal(z) = ∫ϕ
∞−

z
dt)t( , and let p(x) = Normal-1(xT

β).  

This method is known as probit analysis, and it has been pointed out that, 

for values of p = p(x) within [0.2, 0.8], both methods are very close. Various 

extensions have been discussed (Aranda-Ordaz, 1981, Taylor, 1988, among 

others). In principle a general binary regression model is considered as 

F1(p(x)) = xT
β equivalent to p(x) = F(xT

β), for a given continuous cumulative 

distribution function F. 

If we assume that with the covariate xi, i = 1,2,…,p are associated ni 

persons, then the MLE of β, say b, provides linear predictors x, through the 

estimated probabilities πi, i = 1,2,…,p. Then we can evaluate the estimated 

expected information matrix I(ξ,b) which, for the design matrix D=(xij) 

i = 1,2…,p, j = 1,2,…,n, is equal to I(ξ,b) = DTWD, with W = diag (wii), 

wii = niπi(1-πi), i = 1,2,…,p with ξ being a design measure; see McCullagh and 

Nedler (1989) for details. Thanks to Fisher’s information the variances can be 

estimated, and thanks to the Rao-Blackwell theorem, bounds for the variances 

are considered, and approximated confidence intervals can be obtained. 

For the log-likelihood ratio statistic log L , the deviance, say Dev, is defined 

as 2logDev L= , and it can be proved that Dev ∼ 2
pn−χ . Therefore the 

expected value of Dev has to be close to n-p, when a good fit of the data by the 

model occurs (Breslow and Day, 1980).  

Alternatively to the MLE, Firth (1993) introduced a modification of the 

score function so as to reduce the small sample bias of MLE. He imposed the 

so-called “penalty” term on the typical likelihood function; the “penalized 

likelihood function” is defined as  

1/2 ; x) |I(ξ, )|β β∗ =L L(                                                                   (2.2) 
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where β is the parameters involved, x is the data, ξ is the design measure. The 

log-likelihood of (2.2) is equal to  

1
 ln|I(ξ, )|

2
l l β∗ = +                                                                           (2.3) 

and the modified score function U is reduced to  

{ }-11
U U  tr I(ξ, )

2
Tβ∗ = +  with { } ij

ij
j

I(ξ, )
=

θ
T T

β ∂ =  ∂  

             (2.4) 

Now, the regression coefficients β of the proposed logistic model (2.1) 

quantify the relationship of the independent variables to the dependent variable, 

involving the parameter as the Relative Risk (RR) defined already. A typical χ2 

test is applied for the null hypothesis H0: RR=1 vs. H1: RR≠1 is identical to a 

test of the equality of the two proportions’ having or not having the 

characteristic C, i.e. H0: P0 =P1 vs. H1: P0≠P1.  

We mention that RR= 1 1
ˆexp( ) exp( )β β≅ can be biased due to population 

heterogeneity caused by confounding factors associated with the response, for 

the simple logit model and not only for that model. Recall (2.1). To decide for 

a quadratic term in (2.1), namely logit[P(Y=1)] = m0 + m1x + m2x
2, is quite 

different. If the term m2 is essentially different from zero, the question is how 

“robust” is the linear model. We shall apply this consideration and we shall not 

restrict ourselves to linear model approximation, as occurs in all applications. 

Moreover it has been extensively discussed by Fornius (2008) that when g(π), 

the link function, is of the form 

2
0 1g(π) β β (x µ)= + − .                                                                      (2.5) 

for the parameter vector ,0 1θ (β ,β µ)= a 3-point D-optimal design is: 

3

x      0        x

1/3    1/3     1/3
ξ

− 
=  
 

, with x = 1.957 or 1.238,  

while a 4-point D-optimal design can be also obtained; Fornius (2008). 
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For the Logit model and link function defined by the logit transformation, 

the D-optimal design allocates half observations (i.e. ξ = 1/2) at the optimal 

design points ±1.5434, when the vector of coefficients is (0, 1). For the optimal 

design approaches in Ca Bioassays, see Kitsos (2002, 2005a, b). The sequential 

designs for the logit model have been also discussed by Fornius (2008, Chapter 

5). The stochastic approximation plays an important role in the development of 

a sequential design, usually related to D-optimality (Kitsos, 1999) in 

applications. Fornius (2008a) creates a sequential c-optimal design and 

compares it with the D-optimal designs for the logit model. Different c-optimal 

designs can be produced with different β = 0 1(β ,β ) and "direction ray" c. For 

β = (1, 1), c = (1,3) and the explanatory variable within [-3,3] the c-optimal 

design is a two point design at -3 and 1.4164, with the corresponding weights 

equal to 0.1826 and 0.8174 respectively. It was pointed out that the values of 

the input vector (0, 1) are essential to construct an optimal design, therefore for 

the Logit model, the "canonical form" is introduced. This is based on the fact 

that c-optimality remains invariant when the data undergoes a “linear” 

transformation . Now we state and prove the following Theorem 1.  

Theorem 1. The set of the transformations  

  ℑ








∈







== R10

10
, ,

01
ββ

ββ
G                                                 (2.6) 

forms an affine transformation group, under matrix multiplication, which 

preserves the c-optimal information measure.  

Proof: Considering another element of the group ℑ  as  

0 1
0 1

1 0
, ,H a a

a a

 
= ∈ 
 

� then it can be proved easily that 

  0 1
0 1

1 0
, ,HG γ γ

γ γ
 

= ∈ ℑ ∈ 
 

� , with 0 0 1 0 1 1 1,a aγ α β γ β= + ∈ = ∈� � .  

Similarly if K∈ ℑ  then it can be proved that (HG) K = H (GK)∈ ℑ . The unit 
transformation I∈ ℑ  is the identity matrix, the inverse transformation G-1∈ ℑ  
is the inverse matrix of G, and GI = IG = G∈ ℑ . We introduce the 

RR

R

R
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transformation of the design space U to W of the form: w = G u∈W with G 
from the group ℑ . Take c-optimality as the optimal design criterion function Φ, 

then Φ( uM ) = 1t
uc M c− , with uu MM =  (β,ξ ) the average per observation 

information matrix in U space, and Mw in W space. Then it is easy to see that 
1T

uc M c− = 1T
w w wc M c−  with ,w uc Gc G= ∈ ℑ .                                                     �  

This theoretical result practically means that we can work as follows: 

perform the experiment with the "easiest" scale and position parameters. To 

perform the experiment at the optimal design points as in c-optimality, prior 

knowledge of 0 1β ,β  is needed. Then transform the results with an element from 

the group of affine transformations, and we still have an optimal design. With 

the group of affine transformations the experimenter can move to a different 

"orbit", adopting the GcT "direction ray", when he has evaluated only one set of 

experiments. The discussion was based on the fact that the evaluation of 

Relative Risk is mainly based on the logit model, and this discussion is applied 

in section 3 below. 

Now let us consider the general case, where the dichotomous response 

variable Y denotes whether (Y=1) or not (Y=0) the characteristic under 

investigation is linked with the k regression variables X=(X1, X2, …., Xk) via 

the logit equation: 

0
1

0
1

exp

( 1)

1 exp

K

k k
k

K

k k
k

X

P Y

X

β β

β β

=

=

 + 
 = =
 + + 
 

∑

∑
                                                (2.7) 

This is equivalent to Logit Pr(Y=1X)= 0
1

K

k k
k

Xβ β
=

+∑    

With this formulation we have the benefit that the relative risk (RR) for 

individuals having two different sets X′ and X of risk variables is  

[ ]
1

( ) 1 ( )
exp ( )

( )[1 ( )]

K

i i i
i

P X P X
RR X X

P X P X
β

=

′ −  ′= = − ′−  
∑                            (2.8) 
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It is essential that the RR of the k regressors (RRk) influences the RR of the k+1 

regressors, RRk+1 as in relation (12) below, due to the following: 

Theorem 2. Let the relative risk, as above in (2.8), be 

1

K

K i i
i

RR β δ
=

=∑ , i i iX Xδ ′= − . Then if a variable is added, the relative risk of 

the k+1 variables equals the k-variable relative risk times the new variable’s 

relative risk, i.e. 

 RRk+1 = RRk rk+1                                                                                                                       (2.9) 

This theoretical result informs the experimenter that the k input variables 

continue to participate with a “total” relative risk RRk either in a k-variable 

model or in a (k+1)-variable model. 

Proof: Indeed:  

1

1
1

exp
K

K i i
i

RR β δ
+

+
=

 = = 
 
∑ 1 1

1

exp
K

i i K K
i

β δ β δ+ +
=

 + = 
 
∑

{ }1 1 1
1

exp exp
K

i i K K K K
i

RR rβ δ β δ+ + +
=

  = ⋅ 
 
∑ , 

where the definition of rK+1 is obvious. So the relative risk of the incoming 

variable is  

1
1

K
K

K

RR
r

RR
+

+ = , q.e.d.                                                                                �  

3. Analyzing collected breast cancer data sets 

The study concerns 98 breast cancer patients and 125 healthy controls, 

compared considering the age at menarche, age at menopause, number of full-

term pregnancies and the CYP17, COMT genotypes. The frequency of the 

CYP17 A1/A1 genotype was compared to A1/A2 and A2/A2, while the 

frequency of the COMT G/G genotype was compared to G/A and A/A.  

The logit model was used in order to compare the patients with the controls. 

The final model was chosen with a stepwise regression. In all cases the best 
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model is chosen with log-likelihood, and the goodness of fit is examined 

(Lemeshow and Hosmer,1982). In Table 1 the Relative Risks of the full model 

are given. Using stepwise regression the final model was estimated (Table 2), 

with two input variables, statistically significant (at a significance level of 0.05), 

namely full-term pregnancy and menopause. 

The 2X  test was used in order to examine whether each of the genotypes 

CYP17 and COMT are related to Cancer Risk. Only COMT seems to be related 

to cancer at a significance level of 0.10 (value of P = 0.096). Moreover the two 

genotypes are related to Ca when the age of menarche is lower than the average 

value of 12.5 years and the age of menopause is over 48.8 years, while CYP17 

is not (Kitsos et al., 2007). 

 

Table 1. Relative Risks of the full model 

Variable RR Std. Error Z p-value 
Full term preg. 1.45 0.17 3.09 0.002 
CYP17 0.98 0.19 -0.06 0.95 
COMT 1.10 0.22 0.48 0.63 
Menarche 0.95 0.08 -0.56 0.57 
Menopause 1.07 0.03 2.18 0.029 

 

Table 2 Relative Risks of the final model 

Variable RR Std. Error Z p-value 
Full term preg. 1.42 0.12 3.09 0.003 
Menopause 1.04 0.03 2.14 0.028 

 

Practical interpretation of the coefficients of the statistically significant 

variables provides evidence that when the age at menopause increases by one 

year, the probability of breast cancer increases by 4%. Moreover women with 

full-term pregnancy have a 42% lower probability of contracting breast cancer 

than other women. It is useful to notice that, from the interpretation of the 

coefficient of the variable age of menarche in the full model, it can be 

considered that when the age of menarche increases by one year, the probability 

of Ca decreases by 5%. Therefore there is evidence that for the data set under 
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consideration, when the age of menarche increases the relative risk for Ca is 

increased. 

 

Table 3. Analyzing COMT restricted to menopause at over 48.8 years 

COMT Cases Controls Total 
G/G 39 20 59 
G/A 41 46 87 
A/A 19 12 31 
Total 99 78 177 

 

For Table 3 we performed a X2 test, relevant P-value = 0.062, which provides 

practical evidence that the genotype COMT is related to breast cancer (0.05 < P 

< 0.1). Finally when the age of menarche is lower than 12.5 years, both CYP17 

and COMT are not related to cancer. The contribution of the time for which 

a woman is menstruating, with a Logit model, provided a parameter vector 

(-0.9925, -0.1542) for the (time, constant) with standard error 0.48, 0.27, and 

RRtime =0.3707. The contribution of the time a woman first menstruates 

(sample average age about 13.5 years old) was also studied with RRstart = 

4.0615, when the coefficients were (-1.4016, -.7885) and corresponding 

standard errors 0.42 and 0.24 respectively. Table 4 shows the contribution of 

both variables to the model formed by them. 

 

Table 4. Multivariate Logit Model Analysis 

Variables Coefficient b se(b) Sig at RR 
Start  -1.2543 0.4462 0.0049 3.5052 
Time  -0.7829 0.4293 0.0688 0.3571 
Constant  -0.4061 0.3487 0.2442  

 

When the square logit model was adopted and analysed, for various 

variables, the parameter vector for (const, menarche, (menarche)2) = 

 (-3.782, .576, -.023) with the vector of RRs =(.023, .977, 1.779). The square 

term was not statistically significant, and this provides evidence that the linear 

logit was well assumed. 
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4. Discussion 

In principle, Risk Assessment is viewed as an empirical process to determine 

the probability that an adverse health effect will be associated with exposure to 

a chemical. In this paper we were investigating not a chemical, but the main 

characteristics for females considering the frequency of certain genotypes 

correlated with the level of estrogens in blood as well as the duration of the 

exposure (menarche-menopause). Although nowadays it is easy to do with the 

existing software, which is becoming cheaper and cheaper, this is still a rather 

complicated task, which can be carried out with a given model among various 

rival models. The odds ratio models provide a solution in evaluating the 

Relative Risk, and the discussed (affine group of) transformation might be 

helpful in designing and then performing an experiment. 

 When a chemical is present, the object is to estimate the relative risk as a 

function of the dose (genotype) of the chemical that reaches the target organ 

(breast). In this paper the risk for breast cancer was evaluated as a function of 

full-term pregnancies and menopause.  
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